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Abstract

We use basic physical motivations to develop sufficient conditions for positive
semidefiniteness of the reduced density matrix for generalized non-Markovian
integrodifferential Lindblad—Kossakowski master equations with Hermitian
generators. We show that it is sufficient for the memory function to be the
Fourier transform of a real positive symmetric frequency density function
with certain properties. These requirements are physically motivated, and
are more general and more easily checked than previously stated sufficient
conditions. We also explore the decoherence dynamics numerically for some
simple models using the Hadamard representation of the propagator. We show
that the sufficient conditions are not necessary conditions. We also show
that models exist in which the long time limit is in part determined by non-
Markovian effects.

PACS numbers: 03.65.—w, 05.30.—d, 03.65.Yz, 03.67.Lx

1. Introduction

Recent interest in controlling quantum interference [1] for applications in nano-technology
[2], quantum computing [3] and cryptography, and control of molecular processes [4] has
motivated efforts to develop generalized master equations [5—15] for the evolution of open
systems. Condensed phase environments are frequently encountered in such applications,
and since such environments may be chaotic [16—18], the exact master equations developed
for environments consisting of the non-interacting modes of the radiation field [19-24] are
generally inapplicable. In addition, the exact general Nakajima—Zwanzig [25] master equation
is inapplicable because it is impossible to numerically evaluate the memory kernel.
Approximate but very useful master equation theories have been developed for the special
case of Markovian evolutions [26]. These Lindblad—Kossakowski type master equations
preserve the positivity of the system reduced density matrix as well as the complete positivity
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[26]. Recently there have been many attempts to generalize these equations to the non-
Markovian regime [5—15] appropriate for complex environments.

In a few cases attempts have been made to establish sufficient conditions under which
integrodifferential generalizations of the Lindblad—Kossakowski [26] equations preserve
positivity [11, 14, 15] and complete positivity [6]. The sufficient conditions for positivity
are at least as important as those for complete positivity because they are expected to be
weaker, and many useful but approximate theories may violate complete positivity. Existing
sufficient conditions for positivity are rather complicated and their introduction was motivated
more by mathematical considerations than by physical constraints. Thus it would be useful to
develop constraints which are motivated directly from features of the dynamics of the reduced
density matrix. In addition, such an analysis could be useful if the simplest mathematical
arguments are used and these focus on a physically interesting object. We will show that most
of the analysis can be focused on the Hadamard representation of the dissipative propagator.

A second motivation for developing simple and general sufficient conditions for positivity
is to, in some degree, counter the impression created by [ 15] that negativity is a serious problem.
While the authors correctly demonstrate that a non-Markovian master equation with a non-
Hermitian generator and memory function K (r) o< e™"" violates positivity, their ‘warning
against the use of approximate methods with memory’ is far too general. It is well known
that Lindblad—Kossakowski equations with non-Hermitian generators can be transformed into
related Lindblad—Kossakowski equations with Hermitian generators. The result of [15] merely
means that generalizations should be based on master equations with Hermitian generators.

Finally, it is important to realize that such non-Markovian master equations, which are
of integrodifferential form, can now be readily solved numerically [27]. Thus the Markov
approximation is no longer a practical necessity.

In this paper we establish the most general sufficient conditions for positive semidefinite
reduced dynamics yet developed. We show that the memory function should be the Fourier
transform of a real positive symmetric frequency density function with certain properties.
This is more general than previous prescriptions, it is simpler to verify in practice and makes
sense physically since the frequency density function in many cases has a physical meaning
[11, 12, 24].

In section 2 we derive the sufficient conditions. In section 3 we calculate the eigenvalues
of the Hadamard representation of the propagator for a number of different models for the
frequency distribution function. We show that the sufficient conditions are not necessary
conditions. We also show that in some cases the long time limit is affected by the memory
function, meaning that the equilibrium density is determined by non-Markovian effects.

2. Sufficient conditions for positivity

Consider a non-Markovian master equation, with a Hermitian generator ¢ and a real memory
function K (¢), of the generalized Lindblad—Kossakowski form [26]

dp(t) ! NTAA AN A A2a RO
5 =/ dt’ K (t — 1)[24p(tNq — §*p(t') — p(")g*]. (D
0
For simplicity we also assume that the eigenbasis of § is complete, i.e. §lg) = ¢glg) and
3 ¢ 14){q| = 1. This being the case we can represent p(¢) by its matrix elements in this basis.
It then follows, given p, o, (t) = {q|p(t)|q’), that
dpg.q (1) !
— =—l—d” / dt" K (t = 1")pg.q (&) (2)
0
from which it immediately follows that p, , () = pg,4(0).
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We assume that the initial density is positive semidefinite so that p,,(0) > 0 and
|pq,q’(0)|2 < pq,q(o)pq’,q’(o)-
Differentiation of |p, 4 (¢) |2, using equation (2), yields
dlpq,q’(t)|2 —
dt

and integration of equation (3) then gives

—(q—9q) / dt'K (t — 1)[py , (t)pg.q @) + Py 1 (1) pg.q ()] 3)
0

t t
|pq,qf<r>|2—|pq,q/<0>|2=—<q—q/>2/ d’// A" K (' —1")
0 0

X [0y (") Pg. (&) + PF 1o (1) Py ()], @)
We wish to determine whether the right-hand side is always negative as would be expected for
a decoherence process.

The exact memory kernel in the Nakajima—Zwanzig master equation [25] is time
symmetric because the Liouville operator L is unitarily equivalent to —L. Thus the memory
function in approximate master equations should inherit this symmetry and so K (t) = K(—1),
and we can simplify equation (4) to the form

t t
4. O = 10g.4 O = —(q — ¢') /O dr’ /0 dt" K (" —1")p) (") pg.q (1), (5)

However, the sign of the right-hand side is still undetermined.

In many exact [24] and approximate [11, 12] theories the memory function is the
Fourier transform of a frequency density function. So suppose additionally that K(¢)
is the Fourier Transform of an integrable positive real symmetric density function p(w),
ie. K(t) = \/;Tnffooo do p(w) e~ In many cases one might instead have K(f) =

\/g fooo dw p(w) cos wt, butdefining p(—w) = p(w) then K () can be rewritten in the previous
form.

With this form for K (#) we may conclude that
2

t
104, D1F = 104.4 O)* = —(q — ¢')* dwp(w)‘ f dt’ pg (e | . (6)
0

1 o0
V2 /—oo
Here the right-hand side is negative and so we know that |, (1)|* — | 4.4 (0)|* < 0. (Note
that p(w) is not necessarily normalized.)

Assuming that p(0) is positive semidefinite it follows that | O < Pq.q( @) py 4 (0)
(i.e. this is a necessary condition for non-negativity). Putting this together with our
prior result and the fact that the diagonal matrix elements are stationary then implies that
1040 DI* < 104,90 (O < pg.4(0)pg.4(0) = pg.q(1)pg.q(1). Now since p(0) is positive
semidefinite p, ,(0) > 0, and so p, 4(t) > 0. Thus, the time evolved density satisfies the
same two necessary conditions for positivity that the initial density does.

Indeed, it now follows that the eigenvalues of the matrix

<pq,q ) pq,q’(”)
Pqr.q()  Pgrq (1) ’
namely

%[pq,q(t) + pq’,q’(t) =+ \/(pq,q(t) + qu’,q/(t))z - 4(pq,q(t)loq/,q’(t) - |pq,q’(t)|2)] (7)

are both non-negative.
Thus, if a generator only has two eigenvalues then the sufficient condition for positivity
is that p(w) is real, positive and symmetric.
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2.1. Hadamard representation

In the event that the generator has more than two eigenvalues the sufficient condition is still to
be determined. In this case we define an operator U (¢) via

p(t) = U)o p(0) (8)

where o denotes the Hadamard product (i.e. oy, (t) = Uy, 4 () py,4(0)) and invoke a standard
theorem [30] which states that p(¢) will be positive semidefinite if U (t) and p(0) are positive
semidefinite. We will assume that p(0) is positive semidefinite and so we need to determine
under what conditions U (¢) is positive semidefinite.

We deduce from equation (2) and the definition of U (1) that

Uy (1) _
di

with U, 4(0) = 1. One can then show using Laplace transform techniques that the Fourier
transform Uy 4 (@) of Uy 4 (¢) takes the form

[2 1
U, (@) =,/ —Re = 10
v () T —iw+ (g —q)K(—iw) (10
where K (z) is the Laplace transform of K (). With a bit of manipulation and the identity
1/(x +i€) = P(1/x) — iz §(x) one can show that

—q)? / dt' K(t — 1)U, (1) 9)
0

K(—iw) = \/g[li(w) +iA(w)] (1)

where

A(w)zg/(;oodxp(x—a));p(x+a))' (12)

Unfortunately, A (w) does not exist for every model of interest but it does exist for a very wide
range of densities and so this limitation is not fatal.
It then follows that

L[ (¢ —q)’plw)e ™
U g (1) = 5[ dw = ; T ; > (13)
o [o—Zq—g)PA)] +3(@q—q9)pw)
This formula can be viewed as a Hadamard representation of the dissipative propagator.

Unfortunately, it is not directly useful for our purposes since any sufficient condition for
positivity derived from this formula would depend on the spectrum of §.

2.2. Frequency representation

Inserting a delta function in equation (13) and using the identity 8(x — (¢ — ¢')) =
s %0, dQ el =90 it then follows that

iwt

Upy ) = [ dxs N e H
aq () = /_oo -la-9); /_oo w[a) — /E2A@)] + 55 p(@) "

1 00 2 —iwt
/ dx — / dQ el Wm-f dw a p(w)ez (15)
b 2) [o—/Z2AW)] + Zx*p(w)?

dQ “ia-w(Q, 1) (16)
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where
W(Q,1) = foo doV(Q, w)e ! A7)
and - ‘
V(Q, ) = %/m dx X p@) e;m . (18)
—o o= /EX2AW)] + Zxp(w)?

Now note that for any set of numbers ¢, we have Zq’q, U g (Dey =

= 20 dR Y, ¢ eijfg |2W(Q, t) and so positivity of W (2, t) will be sufficient for positive
semidefiniteness of U (¢) independent of the ¢ spectrum.
2.3. Finding V (2, w)

The integral over x in V (€2, w) can be performed explicitly. Factoring we obtain

_ 1 oo x2p(a)) eixQ
V@) = /_wdx‘xz_+|2. (19)
/5 (A@+ip(@))
The integral over x can be performed using the residue theorem [28] and the fact that
= - 2— [x — a(@)(a@) +ib(@))]
JE(A () +ip)

[x + a(w)(@a(w) +ib(w)][x — a(w)(a(@) — ib(w))] (20)

[x +a(w)(a(w) —ib(w))]
where

w? 174

= [h(p(w)z l A(w)z)} ’ @b
and

a() = 1+$’ b(w) = 1_$_

A(w)* + p(w)? A(@)* + p(w)?

Now V (€2, w) is 271 times the sum of the residues of the two poles in the upper complex
plane and the result is
1 - 120 @h@)
V(Q,w) = 3 {a(w) cos[|2|a(w)a(w)] — b(w) sin[|Q|a(w)a(w)]}.
p(@)* + A(w)*a(w)

(22)

2.4. Positivity

Now it is clear that U () will be positive definite if W (€2, ¢) is positive for all Q and . This
will be true in turn by Bochner’s theorem [29] if V (2, w) is a positive semidefinite function
in w.

Now by definition V (€2, w) is a positive semidefinite function in o if the matrices

M, =V(Q,x; —x),j = 1,...,n are positive semidefinite for all n and arbitrary real
x . Defining
1 o~ 12le(@)h(@)
Ve(Q, w) = 3 {a(w) cos[|2|a(w)a(w)] — b(w) sin[|Q2a(w)a(w)]}
V@) + Alw)?a(w) + €

(23)

5



J. Phys. A: Math. Theor. 42 (2009) 015006 J Wilkie and Y M Wong

and M;i(e) = Ve(Q,x; — xt), it follows that limeo Ve(R2,0) = V(Q,w) and
lim_,o Mji(e) = Mj;. In order to get V(£2, w) to be positive semidefinite we will need
o(w) — 0 and p(w)a(w) — 0 as w — 0 in addition to a(0) # 0. We introduced the €
forms since under these conditions on p(w) the matrices M; i (€) unlike M;  are finite on the
diagonal.

Now provided that «(w) — 0 and p(w)a(w) — 0 as o — 0 and a(0) # 0, the
matrices M ;(e) will be diagonally dominant for sufficiently small € (i.e. they will obey
M i(e)] = Y, 2 IMji(e)]). In addition, the diagonal entries of M (e) are positive and
these two conditions are sufficient to guarantee that M (e) is positive semidefinite [30]. It
follows that M is positive semidefinite. Hence, under these conditions V (€2, w) is a positive
semidefinite function in @ and p(¢) will be positive semidefinite.

2.5. Sufficient conditions

The conditions for positive semidefiniteness of p(¢) can be stated somewhat more clearly as

lim —2— =0 (24)
w—0 p(a))
lim wp(@) =0 (25)

A(w)

im —————
w—0 A(a))2 + p(w)z

—1. (26)

The first means that if p(w) — 0 as w — 0 then it must do so slower than w. The second
means that if p(w) — 00 as @ — 0 then it must do so more slowly than w~!. The second
constraint is trivial since it would be required for integrability of p(w). The first constraint
is not very limiting. The third constraint applies only to densities which are increasing with
w, and it basically requires that A (w) must approach zero faster than p(w). Since A(w) will
usually approach zero in proportion to w this condition is mostly covered by the first condition.

The sufficient conditions derived here are much more general than any previously stated.
In [11] the stated sufficient condition required K (¢#) > O which would mean p(w) must
be a positive semidefinite function, which is a much stronger constraint than (24). In [14]
the stated sufficient conditions include K (¢) positive and non-increasing in addition to even
stronger constraints. It should be noted however that many memory functions which fail to
satisfy (24) may still yield a positive definite p(¢). Note that (24) is much weaker than the
known sufficient conditions [6] for complete positivity.

3. Eigenvalues of ﬁ(t) for density models

The Hadamard representation (8) of the propagator is clearly a useful concept since it allows
one to explore dynamical effects without reference to specific initial states. However, we are
not aware of any studies of this operator in the context of decoherence dynamics. Here we
calculate the eigenvalues of U (r) numerically for a three state system with scaled § eigenvalues
1, 2 and 3. Equation (9) was integrated using a recently developed numerical algorithm for
integrodifferential equations [27]. We consider a number of simple models for p(w) most of
which either do not satisfy the sufficient conditions or have an ill-defined A(w).

6
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Figure 1. Eigenvalues of U (1) versus ¢ for model 1.

3.1. Model 1: p(w) = e

This model arises from studies of complex environments [12] which treat subsystem
environment interactions statistically. It satisfies the sufficient conditions and the eigenvalues
of U (t) are indeed positive. The eigenvalues shown in figure 1 damp toward unity with large
amplitude oscillations which means that 0 (1) — 1 in the limit # — oo. This means that
the eigenvalues of p(¢) in the long time limit will be the diagonal elements of p(0) in the ¢
eigenbasis.

3.2. Model 2: p(w) = 1/(1 +w?)

This models a single resonance at the origin and corresponds to K (¢) of the exponential form
as considered by [15]. Here again the sufficient conditions are satisfied and the eigenvalues
are positive. The eigenvalues are plotted in figure 2. Decay toward unity is rapid and without
significant oscillation.

3.3. Model 3: p(w) = /]w|,0 <w <2

Here the density could represent a supra ohmic bath. Here A(w) does not exist and the
eigenvalues are positive. Figure 3 shows persistent oscillations in the eigenvalues which
remain long after the time interval shown. (Replacement of /|w| by 24/[w] in the model
results in one negative eigenvalue.)

3.4. Model 4: p(v) = |w|/? e~

Here we consider a case with non-monotonic behavior. Again A(w) does not exist and the
eigenvalues are positive. Again we see decay toward unity but with an intermediate degree of
damping.
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Figure 3. Eigenvalues of U (¢) versus ¢ for model 3.

3.5. Model 5: p() = w*e™"

This model violates conditions (24) and (26) and is also non-monotonic. Figure 5 shows that the
eigenvalues are all positive and so this proves that (24) is not a necessary condition for positive

8
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Figure 5. Eigenvalues of U (¢) versus ¢ for model 5.

semidefiniteness. An additional interesting aspect of this model is that the eigenvalues do not
approach unity. This means that the eigenvalues of the density matrix in the long time limit will
not be the diagonal elements of p(0) in the § eigenbasis. This is possible because p(0) = 0 for

9
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Figure 6. Eigenvalues of U (1) versus ¢ for model 6.

this model and hence f;~ dr K (1) = ﬁ J75 dw [3F df cos ot = \/#27 [%2, dw p(w)md(w) =

0. This then allows for the possibility of stationary off-diagonal matrix elements of U (f) in
the long time limit.

3.6. Model 6: p(w) = 0*,0< w<?2

This Debye-type density model also violates condition (24) and it is clear from figure 6 that
one of the eigenvalues is occasionally negative.

4. Summary

We have shown that non-Markovian generalizations of the Lindblad—Kossakowski master
equation will preserve positivity if the generator is Hermitian and the memory function is real
and can be expressed as the Fourier transform of a real positive symmetric density function
p(w) with properties (24) and (26). These sufficient conditions are more general than those
previously given and they should prove to be a useful tool in the continuing efforts to generalize
the Markovian Lindblad—Kossakowski [26] master equation. While the sufficient conditions
were derived for evolutions without subsystem drift contributions, the analysis can be extended
to this more general case using Trotter product formulae as in [14].

The analysis presented is limited to a single Hermitian generator. While it appears that
Lindblad—Kossakowski operators which are sums of Hermitian generators could be treated
similarly via generalized Trotter product formulae, this is not absolutely obvious and should
be independently verified.

We also numerically explored the decoherence dynamics of the eigenvalues of the
Hadamard propagator for a number of simple models. We were able to prove that (24)

10
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and (26) are not necessary conditions for positivity. We also found that in most cases the long
time limit is the identity operator which means that the equilibrium eigenvalues of the density
matrix are the diagonal elements of the initial density in the eigenbasis of the dissipative
Hermitian generator. We also showed that this is not universally true. There are cases where
the density p(w) vanishes at @ = 0 where the Hadamard propagator approaches a constant
matrix which is not the identity. In this case the eigenvalues of the equilibrium density matrix
are dynamically determined and are obviously dependent on the density p(w). This is of
particular interest because it is often assumed that non-Markovian effects are unimportant in
the long time limit, while in this model they actually determine the equilibrium density.

Acknowledgments

J W acknowledges the support of the Natural Sciences and Engineering Research Council of
Canada.

References

[1] Giulini D, Joos E, Kiefer C, Kupsch J, Stamatescu I-O and Zeh H-D 1996 Decoherence and the Appearance of
a Classical World in Quantum Theory (Berlin: Springer)
Mensky M B 2000 Quantum Measurement and Decoherence (Netherlands: Kluwer)
[2] Ratner M and Ratner D 2003 Nanotechnology (EnglewoodCliffs, NJ: Prentice-Hall)
[3] Nielsen M A and Chuang I L 2000 Quantum Computation and Quantum Information (Cambridge: Cambridge
University Press)
Shor P W 1994 Proc. of the 35th Symp. on the Foundations of Computer Science (Los Alamitos, CA: IEEE
Computer Society Press)
Steane A 1998 Rep. Prog. Phys. 61 117
[4] Shapiro M and Brumer P 2003 Principles of the Quantum Control of Molecular Processes (Hoboken: Wiley)
[5] Whitney R S 2008 J. Phys. A: Math. Theor. 41 175304
[6] Budini A A 2007 J. Chem. Phys. 126 054101
[7]1 Breuer H-P 2007 Phys. Rev. A 75 022103
[8] Kossakowski A and Rebolledo R 2007 Open Syst. & Inf. Dyn. 14 265
[9]1 Budini A A 2006 Phys. Rev. A 74 053815
[10] Neufeld A A 2004 J. Chem. Phys. 121 2542
[11] Wilkie J 2001 J. Chem. Phys. 115 10335
[12] Wilkie J 2001 J. Chem. Phys. 114 7736
[13] Budini A A 2004 Phys. Rev. A 69 042107
[14] Wilkie J 2000 Phys. Rev. E 62 8808
[15] Barnett S M and Stenholm S 2001 Phys. Rev. A 64 033808
Barnett S M and Stenholm S 2000 J. Mod. Opt. 47 2869
[16] Gaspard P, Briggs M E, Francis M K, Sengers J V, Gammon R W, Dorfman J R and Calabrese R V 1998
Nature 394 865
[17] Miyano T, Munetoh S, Moriguchi K and Shintani A 2001 Phys. Rev. E 64 016202
[18] Mucciolo E R, Capaz R B, Altshuler B L and Joannopoulos J D 1994 Phys. Rev. B 50 8245
[19] Anastopoulos C and Hu B L 2000 Phys. Rev. A 62 033821
[20] Caldeira A O and Leggett A J 1983 Ann. Phys. 149 374
[21] Feynman R P and Vernon F L 1963 Ann. Phys. 24 118
[22] Haake F and Reibold R 1985 Phys. Rev. A 32 2462
[23] Caldeira A O and Leggett A J 1983 Physica A 121 587
[24] Di6si L 1996 Quantum Semiclass. Opt. 8 309
Strunz W T 1996 Phys. Lett. A 224 25
Diési L and Strunz W T 1997 Phys. Lett. A 235 569
Diési L, Gisin N and Strunz W T 1998 Phys. Rev. A 58 1699
Strunz W T, Diési L and Gisin N 1999 Phys. Rev. Lett. 82 1801
[25] Nakajima S 1958 Prog. Theor. Phys. 20 948
Zwanzig R 1960 J. Chem. Phys. 33 1338
Zwanzig R 1961 Lectures in Theoretical Physics vol 3 (New York: Interscience)

11


http://dx.doi.org/10.1088/0034-4885/61/2/002
http://dx.doi.org/10.1088/1751-8113/41/17/175304
http://dx.doi.org/10.1063/1.2434148
http://dx.doi.org/10.1103/PhysRevA.75.022103
http://dx.doi.org/10.1007/s11080-007-9051-5
http://dx.doi.org/10.1103/PhysRevA.74.053815
http://dx.doi.org/10.1063/1.1769353
http://dx.doi.org/10.1063/1.1413966
http://dx.doi.org/10.1063/1.1365955
http://dx.doi.org/10.1103/PhysRevA.69.042107
http://dx.doi.org/10.1103/PhysRevE.62.8808
http://dx.doi.org/10.1103/PhysRevA.64.033808
http://dx.doi.org/10.1038/29721
http://dx.doi.org/10.1103/PhysRevE.64.016202
http://dx.doi.org/10.1103/PhysRevB.50.8245
http://dx.doi.org/10.1103/PhysRevA.62.033821
http://dx.doi.org/10.1016/0003-4916(83)90202-6
http://dx.doi.org/10.1016/0003-4916(63)90068-X
http://dx.doi.org/10.1103/PhysRevA.32.2462
http://dx.doi.org/10.1016/0378-4371(83)90013-4
http://dx.doi.org/10.1088/1355-5111/8/1/023
http://dx.doi.org/10.1016/S0375-9601(96)00805-5
http://dx.doi.org/10.1016/S0375-9601(97)00717-2
http://dx.doi.org/10.1103/PhysRevA.58.1699
http://dx.doi.org/10.1103/PhysRevLett.82.1801
http://dx.doi.org/10.1143/PTP.20.948
http://dx.doi.org/10.1063/1.1731409

J. Phys. A: Math. Theor. 42 (2009) 015006 J Wilkie and Y M Wong

[26]

(27]
(28]

[29]
(30]

12

Lindblad G 1976 Commun. Math. Phys. 48 119

Gorini V, Kossakowski A and Sudarshan E C G 1976 J. Math. Phys. 17 821

Alicki R and Lendi K 1987 Quantum Dynamical Semigroups and Applications (Berlin: Springer)
Wilkie J and Wong Y M 2008 J. Phys. A: Math. Theor. 41 335005

Wilkie J 2003 Phys. Rev. E 68 027701

Derrick W R 1984 Complex Analysis and Applications (Belmont, CA: Wadsworth)

Bochner S 1959 Lectures on Fourier Integrals (Princeton, NJ: Princeton University Press)

Horn R A and Johnson C R 1985 Matrix Analysis (Cambridge: Cambridge University Press)


http://dx.doi.org/10.1007/BF01608499
http://dx.doi.org/10.1063/1.522979
http://dx.doi.org/10.1088/1751-8113/41/33/335005
http://dx.doi.org/10.1103/PhysRevE.68.027701

	1. Introduction
	2. Sufficient conditions for positivity
	2.1. Hadamard representation
	2.2. Frequency representation
	2.3. Finding V (Omega, omega)
	2.4. Positivity
	2.5. Sufficient conditions

	3. Eigenvalues of U(t) for density models
	3.1. Model 1: p(omega)=e
	3.2. Model 2: p(omega)=1/(1+omega 2)
	3.3. Model 3: p(omega)=|omega|,0
	3.4. Model 4: p(omega)=|omega|1/2 e
	3.5. Model 5: p(omega)=omega 4 e
	3.6. Model 6: p(omega)=omega 2, 0 omega

	4. Summary
	Acknowledgments
	References

